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In recent years probabilistic ensemble forecast systems have become a powerful tool
for the quantification of weather and climate risks. While probabilistic forecasts are
consequent and desirable in principle, it is not trivial to verify them such that the full
information content is considered. Indeed, the formulation of appropriate skill scores
is still an area of ongoing research, in particular for ensemble systems.

Among the most widely used probabilistic skill scores are the Brier and Ranked Prob-
ability Skill Scores (BSS and RPSS, respectively), which are based on a quadratic
metric applied in probability space. As skill scores, they quantify the degree to which
a given ensemble prediction system outperforms a (typically climatological) refer-
ence strategy. From earlier studies it is known that the BSS/RPSS are substantially
negatively biased for small ensemble sizes. This flaw imposes major problems on the
verification of ensemble predictions, especially in the context of seasonal forecasts
and multi-model approaches, where large ensemble sizes are not yet standard.

In this contribution a new view of the BSS/RPSS is presented. In a first step, we show

that the bias of these skill scores can be removed if the effects of finite ensemble size
are adequately considered in the climatologic reference scores. This leads to the for-
mulation of a new, bias-less "version" of the BSS/RPSS (henceforth referred to as

BSSD and RPSSD, respectively) that quantifies the potential skill of an ensemble pre-

diction system. Its performance is demonstrated in synthetic and real case examples,
and the corresponding significance levels are evaluated. The bias itself is identified as
the “intrinsic unreliability” of the ensemble prediction system.

In a second step, the RPSSD, which so far could only be applied to single model en-
sembles, is generalized to weighted multi-model ensemble forecasts. This generalized
RPSSD has the same formal structure as in the single model case, if an “effective en-



semble size” characterizing the multi-model is introduced. This is of practical impor-
tance for multi-model assessment studies, where the consequences of varying effective
ensemble size need to be clearly distinguished from the true benefits of multi-model
combination.

The presentation concludes with a discussion of the consequences of such a bias re-
moval and the relevance for the verification of real world forecasting systems. It is
suggested to use the RPSSD as a complement rather than a replacement for the clas-
sical RPSS.



