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Earthquake prediction is strictly related to the study of empirical precursors. However,
the use of precursors in earthquake prediction is a large extent still empirical since
the relationship linking earthquakes and premonitory anomalies is very complex and
might vary among different seismogenetic zones. Rather than simply to observe, by vi-
sual inspection, the concomitantly occurring of changes in a groundwater ion content
and earthquakes, we face the problem of the automatic detection of hydrogeochemical
earthquake precursors. The problem is to assign a labely - “normal signal”, “precursor
event”, “co-post seismic event” - to a new signalx ∈ <m, starting from the knowledge
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whose association between the

signal patternxi ∈ <m and its relative class labelyi is known in advance. In this study,
the signalx is composed by the groundwater chlorine content recorded from a natural
spring in the Petropavlovsk area, Kamchatka. Under this perspective, the problem of
seismic event classification can be seen as a supervised learning problem, or alearning
from examplesproblem, in which the goal is to determine a separating surface, optimal
under certain conditions, which is able to discriminate normal from seismic events, or
to distinguish among different types of seismic events. It is worth to point out that the
ultimate goal of any classifier, and in general of any learning machine, isto generalize,
that is to predict the correct outputy relative to never seen before input patternx, by
using a training setS composed of afinitenumber of examples. Thus the central prob-
lem is not classifying the training data inS, because any sufficiently complex learning
machine could separateS without errors. The crucial problem is to design classifiers
having low error rate on new data. For measuring the generalization abilities of the
learning machines trained by using a finite amount of data we use the Leave-K-Out-
Cross-Validation (LKOCV) procedure. In this general framework, experiments have
been carried out for discriminating precursor events in chlorine measurements. To this



end, we have used a dataset composed by 10224 groundwater Chlorine ion measure-
ments. We have analysed the behaviour of the generalization error measured by using
the LKOCV error of K Nearest Neighbour (K-NN) classifiers by varying the number
` of training examples and the orderm of the model. We find that, for a fixed order
m of the model, the generalization error decreases increasing the number` of training
data, reaching a plateau of 20% with` = 210. This shows that the size of our data set
is more than enough for training accurate classifiers of seismic events. Concerning the
orderm of the model, we find that the generalization error decreases by varyingm
in the range [10, 120]. This show that information collected some months before the
event under analysis are necessary to improve the classification accuracy. The assess-
ment of the methodology aims to use other components of the signal like the spectral
content, the derivative information etc.


