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With recent technological advance on remote sensing, the very-high-dimensional data
are available for the better discrimination among the complex (sub)classes by high
spectral resolution. Such hyperspectral data sets are generally made of about $100$
to $200$ spectral bands of relatively narrow bandwidths ($5-10$ nm). However, this
large number of bands is the characteristic which leads to complexity in analysis tech-
niques. Conventional classification methods, such as a Gaussian Maximum Likelihood
algorithm, cannot be applied to hyperspectral data due to the high dimensionality of
the data. The difficulty in using many classification methods based upon conventional
multivariate statistical approaches is that many of these methods rely on having a non-
singular class-specific covariance matrix for all classes\̃cite{Benediktsson95}. When
working with high-dimensional data sets, it is likely that the covariance matrices will
be singular when using a limited (with respect to the number of input bands) amount
of training samples. Accordingly, those approaches can result in the overfitting of
training data and so lead to a poor generalization. This involves with the definition
of ill-posed classification problems (which are characterized by small-sized training
dataset with high-dimensional space), known as the problems caused by the Hughes
phenomenoñ\cite{Hughes68}.

In order to address the ill-posed classification problems, a regularized large mar-
gin classifier, Support Vector Machine (SVM)\̃cite{Vapnik98} is taken into ac-
count in this paper for the better stability of classifier considered in the pres-
ence of small-size training dataset in high dimensional space. Recently, SVMs
have been successfully applied in the classification of hyperspectral remote sens-
ing datã\cite{Melgani04}. However, all of literatures are focusing on the pursuit of
the solution with dual property, i.e., Lagrange theory is applied for the optimization
problems̃\cite{Vapnik98},\cite{Melgani04}. Nonetheless, SVMs can also be carried
out directly on the primal representation\̃cite{Chapelle05:Primal}. This is the focus
of the paper to propose the usage of primal SVMs for the classification of hyperspec-
tral remote sensing data with small-size training set. In particular, the 2-norm regular-
izer and the hinge loss are taken into account for the objective function, and conjugate
gradient descent is applied on the objective for the optimization problem. It is worth
noting that the implementation on such objective is an unconstrained optimization
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problem. In greater detail, the three ways for the implementation of nonlinear SVMs
in terms of the linear case are presented in the paper. Finally, the model selection in
the ill-posed classification problems is discussed.

The experimental analysis was carried out on dataset acquired by the NASA AVIRIS
(Airborne Visible/Infrared Imaging Spectrometer) instrument over the Kennedy Space
Center (KSC), Florida, on March 23, 1996 and the one acquired by the NASA EO-
1 satellite over the Okavango Delta, Botswana in 2001-2004\footnote{Available at
http://www.csr.utexas.edu/hyperspectral/codes.html.}. The training datasets are ran-
domly split to a sequence of small-size sets in different ratios. The results provided by
the proposed implementation technique for primal SVMs were compared with those
provided by the state-of-the-art approaches reported in\̃cite{Chen04}. On the basis
of this comparison, the proposed novel approach provided better accuracy and gener-
alization ability of the reference methods, resulting in very promising algorithm for
hyperspectral image classification. %\end{abstract}
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